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In this paper we present a system that provides 
personalized privacy support for large public displays based 
on the current social situation and individual privacy 
profiles. We first present the results of a user study that was 
conducted to derive the requirements for the design of the 
system. In the second part of the paper, we describe the 
developed system consisting of a program for privacy-
enhancing information management and a small personal 
artefact for an easy adaptation of the privacy settings to the 
local context. 
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Introduction And Goal 

A continuous trend towards higher mobility is 
observable in most companies, leading employees to 
spend considerable time away from their own desk, 
working in meeting rooms, other offices or in the hallway 
[1]. According to estimations white-collar workers spend 
between 25% and 70% of their daily working time in 
conferences or meetings with colleagues [2,3] As large-
screen displays are becoming increasingly prevalent in 
public spaces [4], several projects address this evolution 
by providing “walk-up-and-use” applications on large 
screens in public or semi-public areas. “Blue Board” [5], 
for example, is a large plasma display with touch sensing 
and a badge reader to identify individuals. The onboard 
software is designed for personal use (access of private 
calendar) as well as small group collaborative use 
(creating and sharing of content). While “Blue Board” 
requires users to set up their content ahead of time and 
thus gives the user control over the information that is 
displayed, other systems, like “IM Here” [6], are  
intended for more spontaneous workgroup interaction. 
“IM Here” is a shared instant messaging system running 
on a large public display designed to facilitate informal 
communication while away from the desktop. Similar to 
[7], upcoming privacy problems are eluded by restricting 
the use to small group of users.    

 While most developers rely on social protocols or do 
not address privacy questions at all, there are very few 

approaches to actively support privacy on large public 
displays. In most cases, e.g. [8,9], additional private 
displays are used to generate and present personal 
information, while public information is displayed on a 
shared large display. A different approach using a 
stereographic display and special shutter glasses is 
described in [10]. Personal privacy is maintained through 
the filtering of the information on the shared display. 
Users wearing shutter glasses will see the public 
information as well as their own private information, 
while other person’s private data is not visible to them. 

Although these systems support individual privacy in 
an adequate way, they always require additional personal 
devices, like PDAs or shutter glasses. Since most public 
displays are intended for “walk-up-and-use” applications, 
like quickly accessing the personal calendar or email, the 
existing solutions are not very suitable. Our goal is to 
give users the freedom to spontaneously work on large 
public displays without the fear of privacy infringements 
through passers-by. This seems to be of particular 
importance, since recent studies [11] showed, that even 
given constant visual angles and similar legibility, 
individuals are more likely to read sensitive text on a 
large display than on a small one.  

User Needs And Privacy 
To obtain a deeper insight of the requirements for 

privacy in multi-user situations and as a basis to develop 
an appropriate solution we started addressing this topic 
by investigating the demands of potential users. The 
emphasis of our survey was on privacy-related questions, 
especially on the importance of privacy and the 
acceptance of system-controlled privacy measures. Since 
the majority of future users will lack a detailed technical 
knowledge about the environment they inhabit, we aimed 
at a target group outside the research community to get 
representative results. During an  open house day at our 
institute n=131 visitors participated in an questionnaire-
based survey. Being asked about their computing skills, 
51.1 % rated themselves as advanced, 42.2 % as experts 
und 6.9 % as beginners. 



The survey shows that 45.0% of all users rate privacy 
“important” and 32.8% as “very important”, while at the 
same time over one third (36.6%) never change their 
passwords. The results stress again the important role of 
privacy in ubiquitous computing environments [12], but 
also indicate a large discrepancy between users’ desire to 
protect privacy and their willingness to take relevant 
measures.  

Context-Dependent Information Disclosure 
To guarantee satisfactory privacy protection and at the 

same time to minimize interruptions during the work 
process, it is essential to know which information should 
be hidden from whom and when. Protecting work-related 
information from colleagues passing-by might not be 
necessary and doing so would most likely result in an 
unintended interruption of the ongoing task. But the 
situation is fundamentally different, when accessing 
private information while other people approach the 
display. In the second part of the questionnaire the  
participants were confronted with different types of 
information and asked which information they would be 
willing to provide to whom.  

 

 
Fig. 2. Professional appointments: number of participants [%] who 
would provide calendar information about professional appointments to 
different recipients. 

 

 
Fig. 3. Accessed web pages: number of participants [%] who would 
provide information about accessed web pages to different recipients. 
 

The results indicate that the willingness to provide 
information varies widely with the type of information 
and the information receiver. Figure 1 and 2 show two 
examples for these findings. 

Active User Support  
Moreover, we investigated the acceptance of 

automated privacy support in group situations as well as 
the desired degree of system support regarding privacy 
protection. Our aim was to understand if and how users 
want to be supported in protecting their privacy in 
dynamically changing group situations.  

Therefore, we asked the participants to imagine a 
situation where they work with personal data on a large 
public display and other users are approaching the public 
display area.  In such a situation, 83% of all users would 
appreciate an automatic reaction of the system helping to 
protect their privacy. Out of this 83%, one third favors to 
be warned and would like to take necessary steps on their 
own, while the other two thirds prefer a system that 
automatically hides private data (see figure 3).  
 
 

 
   
Fig. 3. Desired system support regarding privacy protection in group 
situations. 

 
While automated privacy support seems to be favored 

by the majority of users, most of them are very reluctant 
to provide all the necessary information to auto-configure 
their privacy settings. For example less than 10% of the 
users would accept the collection of biometric 
information even if it is used to reduce their workload. 
The results show, that system developers must not rely on 
active user participation when implementing measures to 
safeguard user privacy, but should aim at designing easy 
and intuitive ways to handle personal privacy in everyday 
situations. 

Approach 
The demand for active privacy support led us to the 

development of a system that enhances privacy in group 
situations based on the current context and individual 
predefined trust settings. We aimed to develop a system 
that automatically hides information which is not 
intended to be seen by others while providing users with 
an easy interface to dynamically adapt the automated 
privacy support to their current needs. This is achieved by 



the combination of a program for automated privacy 
management based on user-defined preferences and a 
small  personal artefact which enables users to easily 
adapt their privacy settings to the local context. In the 
following section, we will describe both components as 
well as the underlying sensing infrastructure. Both 
prototypes were developed in the EU-funded 
“Disappearing Computer”-project “Ambient Agoras: 
Dynamic Information Clouds in a Hybrid Worlds” 
[13,14,15]. 

Privacy Manager 
The Privacy Manager is a program that allows users to 

define their privacy settings and hence is the basis for an 
automated privacy support. The software consists of three 
components.  The main component is responsible for 
hiding applications and files depending on the proximity 
of other users and the current privacy profile. These 
profiles are managed in the second component, the 
“Profile Editor”. Each application and document can be 
classified individually or assigned to a group with 
predefined privacy settings. Additionally, it is possible to 
use these settings in combination with arbitrary 
keywords. The Profile Editor also allows to define and 
edit the trust levels for single users or user groups.  This 
enables users to easily define rules like:  hide all websites 
that contain the words “music” or “football”, if the 
individuals “a,”, “b” or the group “project team c” is near 
the display. These rules can be assigned to different 
privacy profiles, each linked to a different ID stick of the 
Personal Aura artefact  which is described in the next 
section. The information about running programs and 
open documents is provided by the third component 
called “File System Watcher”. It permanently monitors 
the local file system and transmits all relevant changes to 
the main component. 

 

 
 Fig. 4.  Screenshot of the “Profile Editor” 

The Personal Aura 
In real life, every person adopts different social roles, 

depending on the present situation and current social 
environment. A person usually has several social roles 
which constantly change during the day. For example, the 
same individual can take up the roles of a family father, 
project manager, supermarket customer and member of a 
sports club during his daily routine. Within the 
professional role, there might exist different social 
profiles depending on project or team requirements. In all 
these roles, different types of information are disclosed to 
different groups of people and an unintentional disclosure 
of personal information might result in serious privacy 
infringements.  

The Personal Aura is a small personal artefact designed 
to  provide users with an easy and intuitive interface for 
recurring changes between the different privacy profiles 
defined in the Privacy Manager.  The artefact consists of 
two matching parts: an ID stick containing the unique 
reference to a corresponding privacy profile, and a reader 
module which is able to transmit the data to the Privacy 
Manager (see figure 5). Each person has multiple ID 
sticks, which each stick symbolizing a different role with 
a related privacy profile. People can change their  privacy 
profiles by connecting a specific ID stick to the reader 
module. 

 

 
Fig. 5. Personal Aura: The reader module and two ID sticks (left), active 
Personal Aura (right). 

 
The realization is based on active RFID transponders 

and allow detection ranges of up to 30 m within 
buildings.  The existing circuit boards were modified and 
integrated in the two pieces of the Personal Aura artefact. 
The reader module comprises the battery, antenna and 
input/output controls, the ID stick contains the 
transponder electronics, identification information, and 
memory. 

 

Sensing Infrastructure 
The necessary information about nearby individuals is 

collected via a two-step sensing infrastructure. Infrared 
and active RFID sensors constantly monitor the area 
around each public display. For the identification of 



persons via RFID we rely on the same standard 
technology that was used for the Personal Aura artefact. 
To detect the presence of persons who are not wearing a 
Personal Aura artefact we developed a special infrared 
detection system. The main component of the system is 
the IR-Box (see figure 6) that converts the signals from 
the IR-receivers and transmits them via a USB link to a 
host computer. Each IR-Box can handle up to ten IR-
receivers simultaneously. People approaching a public 
display are detected by the infrared sensors and are 
simultaneously identified according to the current settings 
of their Personal Aura artefact. 

 

    
Fig. 6. Accessing personal information on a large public display with an 
RFID antenna in upper left corner (left) and infrared detection system 
with two sensors (right). 
 

If people have deactivated their Personal Aura, the data 
collected from the infrared sensors still allow to detect the 
presence of  people in the vicinity of the display. In such 
situations, when the identities of approaching individuals 
can not be determined, it would be possible to hide all 
personal information currently being displayed. 

 

Conclusion And Future Work 
In this paper, we described a novel approach for 

personalized privacy support at large public displays 
consisting  of a program for privacy-enhancing 
information management based on individual privacy 
profiles and an easy and intuitive interface for recurring 
changes between different profiles. After receiving 
promising results in a first series of tests with a small 
group of users we are currently in the process of 
improving the current implementation according to the 
received user feedback. Our plan is to evaluate the 
revised implementation in a second, more detailed 
sequence of tests with a larger group of user.  
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